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IDENTIFYING KEY TERMS RELATED TO
SIMILAR PASSAGES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Patent Provi-
sional Application No. 60/956,880, filed Aug. 20, 2007, the
contents of which are hereby incorporated by reference.

This application is related to U.S. patent application Ser.
No. 11/781,213, filed Jul. 20, 2007, and titled “Identifying
and Linking Similar Passages in a Digital Text Corpus,” the
contents of which are hereby incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention pertains in general to identifying key terms
in digital text documents and in particular to identifying key
terms related to similar passages in the digital text corpus.

2. Description of the Related Art

Advancement in digital technology has changed the way
people acquire information. For example, people now can
view electronic documents that are stored in a predominantly
text corpus such as a digital library that is accessible via the
Internet. Such a digital text corpus is established, for
example, by scanning paper copies of documents including
books and newspapers, and then applying an optical character
recognition (OCR) process to produce computer-readable
text from the scans. The corpus can also be established by
receiving documents and other texts already in machine-read-
able form.

Unlike in a hypertext corpus, a document in a digital text
corpus rarely contains functional links to other documents
either in the same corpus or in other corpora. Moreover,
mining references from the text of documents in a digital text
corpus to support general link-based browsing is a difficult
task. Functional hypertext references such as URLs are rare.
Citations and other forms of inline references are also seldom
used outside of scholarly and professional works.

This lack of a link structure makes it difficult to browse
documents in the corpus in the same manner that one might
browse a set of web pages on the Internet. As a result, brows-
ing the documents in the corpus can be less stimulating than
traditional web browsing because one cannot browse by
related concept or by other characteristics.

SUMMARY OF THE INVENTION

A computer-implemented method of identifying at least
one key term related to a similar passage includes identifying
a plurality of documents stored in a corpus. Each document
contains an instance of the similar passage. The method also
includes identifying a context for each similar passage
instance based, at least in part, on the document in which the
similar passage instance appears, determining at least one key
termrelated to the similar passage based on the contexts of the
similar passage instances, and storing the at least one key term
on a computer-readable storage medium.

A computer-readable storage medium containing execut-
able program code for determining indexing events includes
program code for identifying a plurality of documents stored
in a corpus. Each document contains an instance ofthe similar
passage. The computer-readable storage medium also
includes program code for identifying a context for each
similar passage instance based, at least in part, on the docu-
ment in which the similar passage instance appears, program
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code for determining at least one key term related to the
similar passage based on the contexts of the similar passage
instances, and program code for storing the at least one key
term on a computer-readable storage medium.

A computer system for capturing event data from a target
window of a target application in a computer system includes
means for identifying a plurality of documents stored in a
corpus. Each document contains an instance of the similar
passage. The computer system also includes means for iden-
tifying a context for each similar passage instance based, at
least in part, on the document in which the similar passage
instance appears, means for determining at least one key term
related to the similar passage based on the contexts of the
similar passage instances, and means for storing the at least
one key term on a computer-readable storage medium.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an environment adapted to support identify-
ing key terms related to similar passages according to one
embodiment.

FIG. 2 is a high-level block diagram illustrating a func-
tional view of a typical computer for use as one of the entities
illustrated in the environment of FIG. 1 according to one
embodiment.

FIG. 3 is a high-level block diagram illustrating modules
within the key term generation engine according to one
embodiment.

FIG. 4 is a flow chart illustrating steps performed by the
key term generation engine according to one embodiment.

FIG. 5 illustrates a sample similar passage and key term
table generated by the key term relation module according to
one embodiment.

FIG. 6 illustrates a sample similar passage and key term
table generated by the key term relation module according to
one embodiment.

FIG. 7 is an exemplary web page showing information
about a book in the digital corpus according to one embodi-
ment.

FIG. 8 is an exemplary web page showing key terms of a
similar passage according to another embodiment

FIG. 9 is an exemplary web page showing search results by
key term and related key terms according to another embodi-
ment.

The figures depict an embodiment of the present invention
for purposes of illustration only. One skilled in the art will
readily recognize from the following description that alterna-
tive embodiments of the structures and methods illustrated
herein may be employed without departing from the prin-
ciples of the invention described herein.

DETAILED DESCRIPTION

FIG. 1 shows an environment 100 adapted to support iden-
tifying and navigating similar passages of text in a digital text
corpus 112 and identifying key terms related to such similar
passages according to one embodiment. The environment
100 includes a data store 110 for storing the corpus 112, a
similar passage database 114, a key term database 115, an
optional terms database 130, a passage mining engine 116 for
identifying similar passages in the corpus, and a key term
generation engine 128 for identifying key terms related to the
similar passages. The environment also includes a client 118
for requesting and/or viewing information from the data store
110, and a web server 120 for interacting with the client and
providing interfaces allowing the client to access the infor-
mation in the data store. A network 122 enables communica-
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tions between and among the data store 110, passage mining
engine 116, key term generation engine 128, client 118, and
web server 120.

Not all the entities shown in FIG. 1 are required to be
connected to the network 122 at the same time for the func-
tionalities described herein to be realized. In one embodi-
ment, passage mining engine 116 and/or key term generation
engine 128 are connected to the network 122 periodically.
When it is online, the engines 116 and 128 only need to
communicate with the data store 110 in order to identify
similar passages in the corpus 112 and store the passage data
in the passage database 114. The engines 116 and 128 do not
need to interact with the client 118 or the web server 120
according to one embodiment. Once identifying similar pas-
sages is finished, the passage mining engine 116 may be
off-line, and the web server 120 supports passage navigating
by interacting with the client 118 and the data store 110 to
retrieve information from the data store that is requested by
the client. Similarly, once the key term identification is done,
the key term generation engine 128 may be off-line, and the
web server 120 supports key term retrieval by interacting with
the client 118 and data store 110 to retrieve information from
the data store that is requested by the client. In another
embodiment, the key term generation engine 128 is con-
nected to the network 122 periodically. When it is online, the
key term generation engine 128 only needs to communication
with the passage mining engine 116 in order to identify which
similar passages to extract key terms from. The key term
generation engine 128 does not need to interact with the client
118 or the web server 120 according to one embodiment.
Once the key term extraction and identification is finished, the
key term generation engine 128 may be off-line, and the web
server 120 supports passage navigation and key term identi-
fication by interacting with the client 118 and the data store
110 to retrieve the information from the data store that is
requested by the client. Moreover, different embodiments of
the environment 100 include different and/or additional enti-
ties than the ones shown in FIG. 1, and the entities are orga-
nized in a different manner.

The data store 110 stores the corpus 112 of information, the
similar passage database 114, the key term database 115, and
an optional terms database 130. It also stores data utilized to
support the functionalities or generated by the functionalities
described herein. The data store 110 can also store one or
more other corpora and data. The data store 110 receives
requests for information stored in it and provides the infor-
mation in return. In a typical embodiment, the data store 110
is comprised of multiple computers and/or storage devices
configured to collectively store a large amount of informa-
tion.

The corpus 112 stores a set of information. In one embodi-
ment, the corpus 112 stores the contents of a large number of
digital documents. As used herein, the term “document”
refers to a written work or composition. This definition
includes, for example, conventional books such as published
novels, and collections of text such as newspapers, maga-
zines, journals, pamphlets, letters, articles, web pages and
other electronic documents. The document contents stored by
the corpus 112 include, for example, the document text rep-
resented in a computer-readable format, images from the
documents, scanned images of pages from the documents,
etc. In one embodiment, each document in the corpus 112 is
assigned a unique identifier referred to as its “Doc ID,” and
each word in the document is assigned a unique identifier that
describes its position in the document and is referred to as its
“Pos ID.” As used herein, the term “word” refers to a token
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containing a block of structured text. The word does not
necessarily have meaning in any language, although it will
have meaning in most cases.

In addition, the corpus 112 stores metadata about the docu-
ments within it. The metadata are structured data that describe
the documents. Examples of metadata include metadata
about a book such as the author, publisher, year published,
number of pages, and edition.

The similar passage database 114 stores data describing
similar passages in the corpus 112. As used herein, the phrase
“similar passage” refers to a passage in a source document
that is found in a similar form in one or more different target
documents. Occurrences of the same similar passage are
referred to as “instances” of that passage. Oftentimes, the
similar passage instances are identical and may be referred to
as “quotations” or “shared passages.” Nevertheless, the pas-
sages are referred to as “similar” because there might be slight
differences among the passage instances in the different
documents. When a source document is said to have multiple
“similar passages,” it means that multiple passages in the
source document are also found in target documents. This
phrase does not necessarily mean that the “similar passages”
within the source document are similar to each other. Similar
passages are also referred to as “popular passages” and
“related passages.”

In one embodiment, the passage database 114 is generated
by the passage mining engine 116 to store information
obtained from passage mining. In some embodiments, the
passage mining engine 116 constructs the passage database
114 by copying existing quotation collections such as Bar-
tlett’s, and searching and indexing the instances of quotations
and their variations that appear in the corpus 112. In some
embodiments, the passage mining engine 116 constructs the
passage database 114 by copying existing text appearing in a
quoted form, such as delimited by quotation marks, from the
corpus, and searching and indexing the instances of phrases in
the corpus 112. Further, in some embodiments the passage
mining engine 116 constructs the passage database 114 by
copying each group of words, such as sentences, from the
corpus, and searching and indexing the instances of the group
of' words in the corpus 112. In one embodiment, the database
114 stores similar passages, Doc IDs of the documents in
which the passages exist, Pos IDs within the documents at
which the passages appear, passage ranking results, etc. Fur-
ther, in some embodiments, the database 114 also stores the
documents or portions of the documents that have the similar
passages.

Thekey term database 115 stores key terms associated with
the similar passages. In one embodiment, the key term data-
base 115 is generated by the key term generation engine 128.
As used herein, the phrase “key term” refers to a term relevant
to a particular passage. Key terms may be single words or
phrases.

The optional terms database 130 stores possible key terms.
For example, the terms database may store author names,
names of concepts, named entities (such as people, places, or
things), political figures, or other interesting terms. The terms
database 130 may be used for key term extraction in accor-
dance with some embodiments.

The passage mining engine 116 includes one or more com-
puters adapted to analyze the texts of documents in the corpus
112 in order to identify similar passages. For example, the
passage mining engine 116 may find that the passage “I read
somewhere that everybody on this planet is separated by only
six other people” from the book “Six Degrees of Separation”
by John Guare, also appears in 13 other books published
between 2000 and 2006. The passage mining engine 116 may
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store, in the similar passage database 114, the passage, its
location in the “Six Degrees of Separation” book, Doc IDs of
the 13 other books, its location in the 13 other books, and its
ranking relative to other passages in the “Six Degrees of
Separation” book. More detail regarding the passage mining
engine is described in the related application, U.S. patent
application Ser. No. 11/781,213, filed Jul. 20, 2007, and titled
“Identifying and Linking Similar Passages in a Digital Text
Corpus.”

Passage mining may be performed off-line, asynchro-
nously of any queries made by the client 118 against the data
store 110. In one embodiment, the passage mining engine 116
runs periodically to process all the text information in the
corpus 112 from scratch and generate similar passage data for
storing in the similar passage database 114, disregarding any
information obtained from prior passage mining. In another
embodiment, the passage mining engine 116 is used periodi-
cally to incrementally update the data stored in the similar
passage database 114, for example, as new documents are
added to the corpus 112.

The key term generation engine 128 includes one or more
computers adapted to identify the contexts of the similar
passages identified by the passage mining engine 116 and
extract key terms therefrom. The key terms for each passage
are extracted by examining the contexts of the passage
instances, aggregating the contexts together, and performing
a key term extraction on the aggregated contexts. In some
embodiments, the key term generation engine 128 also deter-
mines which key terms are related. In other words, in some
embodiments, the key term generation engine 128 may also
determine which key terms tend to appear together in the
contexts of different similar passages.

Key term generation may be performed off-line, asynchro-
nously of any queries made by client 118 against the data
store 110. In one embodiment, the key term generation engine
128 runs periodically to process all of the context from the
data store 110 from scratch and generate key terms for storing
in the key term database 115. In another embodiment, key
term generation engine 128 is used periodically to incremen-
tally update the data stored in the key terms database 115, for
example, as new similar passages are found and added to the
similar passage database.

In one embodiment, the client 118 is an electronic device
having a web browser for interacting with the web server 120
via the network 122, and it is used by a human user to access
and obtain information from the data store 110. It can be, for
example, a notebook, desktop, or handheld computer, a
mobile telephone, personal digital assistant (PDA), mobile
email device, portable game player, portable music player,
computer integrated into a vehicle, etc.

The web server 120 interacts with the client 118 to provide
information from the data store 110. In one embodiment, the
web server 120 includes a User Interface (UI) module 124
that communicates with the client’s 118 web browser to
receive and present information. The web server 120 also
includes a searching module 126 that searches for informa-
tion in the data store 110. For example, the UI module 124
may receive a document query from the web browser issued
by a user of the client 118, and the searching module 126 may
execute the query against the corpus 112 and the similar
passage database 114, and retrieve information including
similar passages information that satisfies the query. As
another example, the Ul module 124 may receive a document
query from the web browser issued by a user of the client 118,
and the searching module 126 may execute the query against
the corpus 112, the similar passage database 114, and the key
term database 115, and retrieve information including similar
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passages information, along with key terms related to the
similar passages, that satisfies the query. Further, the search-
ing module 126 may execute a query against the key term
database 115 to retrieve information corresponding to key
terms related to the search query itself. The Ul module 124
then interacts with the web browser on the client 118 to
present the retrieved information in hypertext. In one embodi-
ment, hyperlinks are provided to allow the user of the client
118 to navigate to the portions of a document that contains
similar passages, or to browse other documents that share the
similar passages, much like the way traditional web-browsing
is conducted. In another embodiment, the related key terms
are presented as hyperlinks to allow the user of the client 118
to navigate to other similar passages associated with the
selected key term.

The network 122 represents communication pathways
between the data store 110, passage mining engine 116, client
118, web server 120, and the key term generation engine 128.
In one embodiment, the network 122 is the Internet. The
network 122 can also utilize dedicated or private communi-
cations links that are not necessarily part of the Internet. In
one embodiment, the network 122 uses standard communi-
cations technologies, protocols, and/or interprocess commu-
nications techniques. Thus, the network 122 can include links
using technologies such as Ethernet, 802.11, integrated ser-
vices digital network (ISDN), digital subscriber line (DSL),
asynchronous transfer mode (ATM), etc. Similarly, the net-
working protocols used on the network 122 can include the
transmission control protocol/Internet protocol (TCP/IP), the
hypertext transport protocol (HTTP), the simple mail transfer
protocol (SMTP), the file transfer protocol (FTP), the short
message service (SMS) protocol, etc. The data exchanged
over the network 122 can be represented using technologies
and/or formats including the hypertext markup language
(HTML), the extensible markup language (XML), etc. In
addition, all or some of links can be encrypted using conven-
tional encryption technologies such as the secure sockets
layer (SSL), HTTP over SSL (HTTPS), and/or virtual private
networks (VPNSs). In another embodiment, the nodes can use
custom and/or dedicated data communications technologies
instead of, or in addition to, the ones described above.

FIG. 2 is a high-level block diagram illustrating a func-
tional view of a typical computer 200 for use as one or more
of the entities illustrated in the environment 100 of FIG. 1
according to one embodiment. Illustrated are at least one
processor 202 coupled to a bus 204. Also coupled to the bus
204 are a memory 206, a storage device 208, a keyboard 210,
a graphics adapter 212, a pointing device 214, and a network
adapter 216. A display 218 is coupled to the graphics adapter
212.

The processor 202 may be any general-purpose processor
such as an INTEL x86 compatible-CPU. The storage device
208 is any device capable of holding data, like a hard drive,
compact disk read-only memory (CD-ROM), DVD, or a
solid-state memory device. The memory 206 holds instruc-
tions and data used by the processor 202 and may be, for
example, firmware, read-only memory (ROM), non-volatile
random access memory (NVRAM), and/or RAM, and holds
instructions and data used by the processor 202. The pointing
device 214 may be a mouse, track ball, or other type of
pointing device, and is used in combination with the keyboard
210 to input data into the computer system 200. The graphics
adapter 212 displays images and other information on the
display 218. The network adapter 216 couples the computer
system 200 to the network 122.

As is known in the art, the computer 200 is adapted to
execute computer program modules. As used herein, the term
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“module” refers to computer program logic and/or data for
providing the specified functionality. A module can be imple-
mented in hardware, firmware, and/or software. In one
embodiment, the modules are stored on the storage device
208, loaded into the memory 206, and executed by the pro-
cessor 202 as one or more processes.

The types of computers used by the entities of FIG. 1 can
vary depending upon the embodiment and the processing
power utilized by the entity. For example, the client 118
typically requires less processing power than the passage
mining engine 116, key term generation engine 128 and web
server 120. Thus, the client 118 system can be a standard
personal computer or a mobile telephone. The passage min-
ing engine 116, key term generation engine 128, and web
server 120, in contrast, may comprise processes executing on
more powerful computers, logical processing units, and/or
multiple computers working together to provide the function-
ality described herein. Further, the passage mining engine
116, key term generation engine 128, and web server 120
might lack devices that are not required to operate them, such
as displays 218, keyboards 210, and pointing devices 214.

Embodiments of the entities described herein can include
other and/or different modules than the ones described here.
In addition, the functionality attributed to the modules can be
performed by other or different modules in other embodi-
ments. Moreover, this description occasionally omits the term
“module” for purposes of clarity and convenience.

FIG. 3 is a high-level block diagram illustrating modules
within the key term generation engine 128 according to one
embodiment. An embodiment of the key term generation
engine 128 identifies contexts of the instances of a similar
passage, extracts key terms from the contexts, and stores the
extracted key terms and related information in the key term
database 115. Some embodiments have different and/or addi-
tional modules than those shown in FIG. 3. Moreover, the
functionalities can be distributed among the modules in a
different manner than described here.

The context aggregation module 302 identifies the context
of each similar passage instance. The context includes the
words surrounding the similar passage instance in the docu-
ment in which it appears. The context can include pre-context
and/or post-context. Pre-context is a number words that
appear before the first word of the similar passage instance.
For example, the pre-context may be the ten words that appear
before the similar passage instance. Similarly, post-context
are a number of words that appear after the similar passage
instance. For example, post-context may be the fifteen words
that appear after the last word of the similar passage instance.
The context may also include descriptive data such as meta-
data associated with the document that contains the similar
passage instance. Examples of metadata are words that help
to describe the document, such as the author of the document
where the instance appears, the subject matter on which the
document is about, or the date when the document was writ-
ten or published. The context aggregation module 302
extracts the contexts from the different documents in which
the similar passage instances appear, and combines all of the
extracted contexts together to form a context aggregation.

The key term extraction module 304 determines key terms
related to the similar passages based on the context aggrega-
tion. In one embodiment, the key term extraction module 304
receives the context aggregation for a set of similar passage
instances from the context aggregation module 302 and
extracts the key terms there from. Key term extraction may be
performed by a variety of methods. In some embodiments,
key term extraction is performed by using a term frequency-
inverse document frequency (TF-IDF)-based analysis. TF-
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IDF-based analysis is used to determine how important a term
is to the context aggregation. The importance increases pro-
portionally to the number of times the term appears in the
aggregation, but is offset by the frequency of the term in a
corpus, such as corpus 112. The terms in the context aggre-
gation for a similar passage having high TF-IDF scores (rela-
tive to other terms in the aggregation) are extracted as the key
terms for the similar passage.

In other embodiments, key term extraction is performed by
first compiling a list or database of possible key terms. For
example, a terms database 130 of author names, names of
concepts, named entities (such as people, places, or things),
political figures, or other interesting terms may first be estab-
lished. Key term extraction may then be performed by com-
paring the terms in the context aggregation with the terms
found in the established terms databases. If a term in the
context aggregation matches a term in the terms database, that
term is extracted from the context aggregation, identified as a
key term, and stored in the key terms database 115.

In some embodiments, key terms are extracted by first
generating n-grams from the context aggregation. Each gen-
erated n-gram is a key term candidate, and TF-IDF-based
analysis is performed on each n-gram. In some embodiments,
different key term candidates are merged based on similari-
ties and associations among them. This merging is accom-
plished by analyzing small variations in the spelling of similar
candidate key terms. The merging may also be accomplished
by analyzing morphological variations or alternative repre-
sentations of similar candidate key terms. Candidate key
terms that are merged together represent one key term and
their frequencies of appearance are merged as well. For
example. “John Kennedy,” “JFK,” “John F. Kennedy,” and
“John Fitzgerald Kennedy” may be extracted as separate key
term candidates appearing in the analyzed documents. How-
ever, since these terms represent the same individual, the
separate terms are merged to represent one key term.

In some embodiments, weights of candidate key terms may
be boosted, or increased, based on whether a key term has
been defined or described by a separate resource. For
example, if a candidate key term appears within an on-line
encyclopedia, such as “Wikipedia,” the weight of that key
term may increase accordingly. Weights may be used both to
extractkey terms and to determine which key terms to display.

According to one embodiment, the key term generation
engine 128 has only two modules, a context aggregation
module and a key term extraction module. The context aggre-
gation module identifies the contexts of similar passage
instances in documents and the key term extraction module
extracts the key terms from the contexts.

The key term relation module 306 determines relationships
among key terms. In some embodiments, relationship of key
terms is determined by co-location of key terms across mul-
tiple similar passages. The key term relation module 306
identifies the key terms that are associated with a given simi-
lar passage, and determines whether the same key terms, or a
subset of the key terms, are also associated with other similar
passages. Key terms that are co-located across multiple simi-
lar passages are identified as “related.”

For example, FIG. 5 illustrates a sample similar passage
and key term table 500 generated by the key term relation
module 306 according to one embodiment. Each row of the
key term table 500 has the key term information for a similar
passage in the corpus 112. The leftmost column 500 of the
table identifies the similar passage by its similar passage 1D
(SPID). The row extending rightward from column 512 iden-
tifies the key terms related to the identified similar passage by
its key term 1D (KID). Notice that K1 and K4 appear together
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in SP1, SP2, and SP5. Thus, an embodiment of the key term
relation module 306 determines that K1 and K4 are related.

In some embodiments, for each similar passage, key term
pairs are generated for every key term associated with the
similar passage. Then, key terms of other similar passages are
analyzed to determine whether they share the same key term
pairs.

In some other embodiments, the related key terms are
identified by examining the plurality of the similar passages
as a whole. The example of FIG. 6 shows three columns
respectively containing key term pairs for similar passages
one through three (labeled “SP1,” “SP2,” and “SP3”). Col-
umn 604 indicates that SP1 is associated with key term pairs:
K1, K2; K1,K3; K1, K4; K2, K1; K2, K3; K2, K4; etc. FIG.
6 shows that K1 and K4 appear together in SP1, SP2, and SP3.
Therefore, an embodiment of the key term relation module
306 determines that key terms K1 and K4 are related. One
method of determining related key terms may be done by
creating a table such as the one described in FIG. 6, then
sorting the entries of the table to determine which key terms
appear in the same similar passages.

In some embodiments, a key term scoring module 308
determines which extracted key terms are displayed on a user
interface. For example, there may be numerous key terms that
are extracted from a similar passage and therefore, too many
to display at once. The key term scoring module 308 uses
signals, such as the TF-IDF score associated with a key term,
the presence of a key term in a query supplied by a user, an
assigned weight, etc. to rank and select the key terms to
display. In other embodiments, the key term scoring module
308 selects the first key terms extracted, for example, or the
first ten key terms extracted.

FIG. 4 is a flow chart illustrating steps performed by the
key term generation engine 128 according to one embodi-
ment. Other embodiments may perform different or addi-
tional steps than the ones shown in FIG. 4.

As shown in FIG. 4, the passage mining engine 114 iden-
tifies 410 a set of similar passage instances in the digital
corpus 112. The context aggregation module 302 identifies
412 the contexts of the similar passage instances. The con-
texts may include post-context, pre-context, all text, or meta-
data associated with the passage. The contexts are aggregated
414. Key terms are extracted 416 from the aggregated con-
texts. The key term relation module 306 determines 418 rela-
tionships among the key terms of multiple similar passages.
In some embodiments, relationship of key terms is deter-
mined by examining co-location.

In some embodiments, a key term scoring module 308
determines and scores 420 the key terms to be displayed on a
client device. For example, as shown in FIG. 8 and as will be
described below, key terms 804 for similar passage 802 are
displayed. In this embodiment, the similar passage 802 may
have many key terms related to it, but only five are presented
for display.

FIGS. 7, 8, and 9 are exemplary web pages according to
some embodiments. FIG. 7 is an exemplary web page 700
showing information about a book in the digital corpus
according to one embodiment. In one embodiment, this web
page 700 is generated by user interface module 124. In some
embodiments, the web page 700 is generated when a user
selects a book to be displayed from the digital corpus.

The page 700 is separated into several regions. A user
browses through the book and views pages of the book in the
text region 702. The passage presentation region 704 shows
the similar passages in the book. A user can click on the page
number 706 to jump to the associated section of the book.
This allows the user to jump to different sections of the book
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to read the similar passage and its context. When a user clicks
on the popularity information link 708, the current browser
window will allow the user to navigate to other documents
and the specific books that share the passage. In some
embodiments, when the user selects the popularity informa-
tion link 708, the user is presented with web page 800 as
shown in FIG. 8.

Page 800 in FIG. 8 shows the selected similar passage 802
and the passage’s related key terms 804. Page 800 also shows
results 806, which is a listing of the specific books that share
the same passage. As shown in this screenshot, five key terms
are displayed as hyperlinks after the similar passage. When a
user of the client 118 selects the particular key term repre-
sented by the hyperlink, the user may navigate to other similar
passages related to the selected key term. As seen in this
figure, following each displayed hyperlink of the key term, a
number of available passages associated with that key term
are displayed in parenthesis. For example, the key term “John
Guare” has 210 similar passages associated with this particu-
lar key term, while key term “Kevin Bacon” only has two.

In some embodiments, a user enters a search query, for
example, “Stanley Milgram” and is presented with web page
900 as shown in FIG. 9. Web page 900 shows key terms 902
that are related to the search query entered by the user. In this
example, Web page 900 shows three key terms related to key
term “Stanley Milgram.” Web page 900 also shows results
904 listing popular passages that are associated with the key
term “Stanley Milgram.” In some embodiments, web page
900 may be displayed when a user enters the term “Stanley
Milgram” into a search query field. In other embodiments,
web page 900 may be displayed when a user selects a “Stan-
ley Milgram” hyperlink, such as the one shown in FIG. 8.
Similar to the previous example in FIG. 8, if a user of a client
118 selects the key term represented by the hyperlinks, the
user can navigate to other similar passages associated with the
selected key term.

The above description is included to illustrate the operation
of certain embodiments and is not meant to limit the scope of
the invention. The scope of the invention is to be limited only
by the following claims. From the above discussion, many
variations will be apparent to one skilled in the relevant art
that would yet be encompassed by the spirit and scope of the
invention.

We claim:

1. A computer-implemented method of identifying at least
one key term related to a similar passage, comprising:

identifying a plurality of documents stored in a corpus,

wherein each identified document contains an instance
of the similar passage;
for each similar passage instance within the identified
documents, extracting each word that appears within a
threshold number of words before the similar passage
instance within an identified document and each word
that appears within a threshold number of words after the
similar passage instance within the identified document,
the extracted words associated with the similar passage
instance;
combining the extracted words associated with each simi-
lar passage instance to form a context aggregation;

determining a plurality of key terms related to the similar
passage based on the context aggregation, each key term
associated with a subset of the similar passage instances,
at least one key term determined by comparing words
within the context aggregation to a terms database speci-
fying possible key terms and extracting a word within
the context aggregation that matches a term in the terms
database;



US 9,323,827 B2

11

presenting each of one or more key terms as a hyperlink in
a user interface;

receiving a selection of a key term presented as a hyperlink;

and

presenting the subset of similar passage instances associ-

ated with the selected key term in the user interface.

2. The method of claim 1, wherein determining at least one
key term comprises performing a TF-IDF analysis of the
context aggregation to determine the at least one key term.

3. The method of claim 1, wherein determining at least one
key term comprises:

generating candidate n-grams based on the context aggre-

gation; and

performing a TF-IDF analysis of the candidate n-grams to

determine the at least one key term.

4. The method of claim 1, further comprising: combining
words from metadata describing individual ones of the plu-
rality of documents containing instances of the similar pas-
sage with the context aggregation;

wherein determining at least one key term related to the

similar passage is based at least in part on the metadata.

5. The method of claim 1, wherein first and second key
terms are determined for the similar passage, further com-
prising:

determining a relationship between the first and second key

terms of the similar passage.

6. The method of claim 5, wherein there exists a plurality of
other similar passages, with each other similar passage hav-
ing an associated set of key terms, and determining a rela-
tionship comprises:

determining whether the first and second key terms are

co-located in a set of key terms associated with another
similar passage;
declaring that the first and second key terms of the similar
passage are related responsive to a positive determina-
tion that the first and second key terms are co-located in
a set of key terms associated with the other similar
passage.
7. The method of claim 1, wherein the extracting com-
prises:
identifying a pre-context for the similar passage instance
comprising the words appearing within the threshold
number of words before the similar passage instance;

identifying a post-context for the similar passage instance
comprising the words appearing within the threshold
number of words after the similar passage instance; and

forming a context associated with the similar passage
instance by combining the pre-context and the post-
context for the similar passage instance;

wherein combining the extracted words comprises com-

bining a plurality of contexts associated with a plurality
of instances of the similar passage.

8. The method of claim 1, wherein the threshold number of
words before the similar passage instance is different than the
threshold number of words after the similar passage instance.

9. The method of claim 1, further comprising:

determining a plurality of key terms related to the similar

passage based on the context aggregation;

assigning scores to the plurality of key terms;

selecting a subset of the plurality of key terms responsive to

the assigned scores; and

presenting for display the selected subset of the plurality of

key terms in association with the similar passage.

10. The method of claim 1, wherein presenting a key term
as a hyperlink comprises presenting text associated with the
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key term and presenting a number of similar passage
instances in the subset of similar passage instances associated
with the key term.

11. The method of claim 1, wherein the subset of similar
passage instances associated with the selected key term com-
prises less than all similar passage instances.

12. A non-transitory computer-readable storage medium
containing executable program code for identifying at least
one key term related to a similar passage, comprising:

program code for identifying a plurality of documents

stored in a corpus, wherein each identified document
contains an instance of the similar passage;

program code for, for each similar passage instance within

the identified documents, extracting each word that
appears within a threshold number of words before the
similar passage instance within an identified document
and each word that appears within a threshold number of
words after the similar passage instance within the iden-
tified document, the extracted words associated with the
similar passage instance;

program code for combining the extracted words associ-

ated with each similar passage instance to form a context
aggregation;

program code for determining a plurality of key terms

related to the similar passage based on the context aggre-
gation, each key term associated with a subset of the
similar passage instances, at least one key term deter-
mined by comparing words within the context aggrega-
tion to a terms database specifying possible key terms
and extracting a word within the context aggregation
that matches a term in the terms database;

program code for presenting each of one or more key terms

as a hyperlink in a user interface;

program code for receiving a selection of a key term pre-

sented as a hyperlink; and

program code for presenting the subset of similar passage

instances associated with the selected key term in the
user interface.

13. The non-transitory computer-readable storage medium
of claim 12, wherein the program code for determining at
least one key term further comprises:

program code for performing a TF-IDF analysis of the

context aggregation to determine the at least one key
term.

14. The non-transitory computer-readable storage medium
of claim 12, wherein the program code for determining at
least one key term further comprises:

program code for generating candidate n-grams based on

the context aggregation; and

program code for performing a TF-IDF analysis of the

candidate n-grams to determine the at least one key term.

15. The non-transitory computer-readable storage medium
of claim 12, further comprising:

program code for combining words from metadata describ-

ing individual ones of the plurality of documents con-
taining instances of the similar passage with the context
aggregation;

wherein determining at least one key term related to the

similar passage is based at least in part on the metadata.

16. The non-transitory computer-readable storage medium
of claim 12, wherein first and second key terms are deter-
mined for the similar passage, further comprising:

program code for determining a relationship between the

first and second key terms of the similar passage.

17. The non-transitory computer-readable storage medium
of claim 16, wherein there exists a plurality of other similar
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passages, with each other similar passage having an associ-
ated set of key terms, and the program code for determining a
relationship comprises:

program code for determining whether the first and second
key terms are co-located in a set of key terms associated >
with an other similar passage;

program code for declaring that the first and second key
terms of the similar passage are related responsive to a
positive determination that the first and second key
terms are co-located in a set of key terms associated with
the other similar passage.

18. The non-transitory computer-readable storage medium

10

of claim 12, wherein presenting a key term as a hyperlink
comprises presenting text associated with the key term and
presenting a number of similar passage instances in the subset
of similar passage instances associated with the key term.

15

19. A computer system for identifying at least one key term

related to a similar passage comprising:

a hardware processor; and
a non-transitory computer-readable storage medium stor-

ing executable instructions configured to, when

executed by the processor, perform steps comprising:

identifying a plurality of documents stored in a corpus,
wherein each identified document contains an
instance of the similar passage;

for each similar passage instance within the identified
documents, extracting each word that appears within
a threshold number of words before the similar pas-
sage instance within the identified document and each
word that appears within a threshold number of words
after the similar passage within the identified docu-
ment, the extracted words associated with the similar
passage instance;

combining the extracted words associated with each
similar passage instance to form a context aggrega-
tion;

determining a plurality ofkey terms related to the similar
passage based on the context aggregation, each key
term associated with a subset of similar passage
instances, at least one key term determined by com-
paring words within the context aggregation to a
terms database specifying possible key terms and
extracting a word within the context aggregation that
matches a term in the terms database;

20
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presenting each of one or more key terms as a hyperlink
in a user interface;

receiving a selection of a key term presented as a hyper-
link; and

presenting the subset of similar passage instances asso-
ciated with the selected key term in the user interface.

20. The computer system of claim 19, wherein the means
for determining at least one key term further comprises:

means for performing a TF-IDF analysis of the context

aggregation to determine the at least one key term.

21. The computer system of claim 19, wherein the means
for determining at least one key term further comprises:

means for generating candidate n-grams based on the con-

text aggregation; and

means for performing a TF-IDF analysis of the candidate

n-grams to determine the at least one key term.

22. The computer system of claim 19, further comprising:
means for combining words from metadata describing indi-
vidual ones of the plurality of documents containing
instances of the similar passage with the context aggregation;

wherein determining at least one key term related to the

similar passage is based at least in part on the metadata.

23. The computer system of claim 19, wherein first and
second key terms are determined for the similar passage,
further comprising:

means for determining a relationship between the first and

second key terms of the similar passage.

24. The computer system of claim 23, wherein there exists
a plurality of other similar passages, with each other similar
passage having an associated set of key terms, and the means
for determining a relationship comprises:

means for determining whether the first and second key

terms are co-located in a set of key terms associated with
an other similar passage;

means for declaring that the first and second key terms of

the similar passage are related responsive to a positive
determination that the first and second key terms are
co-located in a set of key terms associated with the other
similar passage.

25. The computer system of claim 19, wherein presenting
akey term as a hyperlink comprises presenting text associated
with the key term and presenting a number of similar passage
instances in the subset of similar passage instances associated
with the key term.



